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ABSTRACT

Generative Kinstliche Intelligenz (KI) hat das Potenzial, das Verhaltnis zwischen
Wissenschaft und Offentlichkeit grundlegend zu verdndern. Wie lasst sich ein
souveraner Umgang mit Kl in der Wissenschaftskommunikation gestalten, um
Chancen zu nutzen und Angsten zu begegnen? Auf Basis des Wissenschaftsbaro-
meters, einer reprasentativen Bevolkerungsbefragung, und eines Multistakehol-
der-Dialogs mit Expert*innen aus Wissenschaft, Kommunikationspraxis, Politik
und Zivilgesellschaft hat Wissenschaft im Dialog (WiD) Handlungsperspektiven
far den verantwortungsvollen Umgang mit generativer Kl in der Wissenschafts-
kommunikation entwickelt. Wir beflirworten einen mutigen, experimentellen Ein-
satz generativer KlI-Tools, der die Prinzipien guter Wissenschaftskommunikation
wahrt. Gleichzeitig macht das Beispiel KI deutlich, dass sich die Wissenschafts-
politik dringend mit dem souveranen Umgang mit kommerziellen Informations-
infrastrukturen befassen muss.



EINLEITUNG

Wissenschaftskommunikation im
Wandel: Der Einfluss generativer KI

Als das Unternehmen OpenAl Ende 2022 ChatGPT vorstellte, verbreitete sich der Chatbot rasant
und fand innerhalb weniger Monate Anwendung in verschiedensten Bereichen — von Schreibassis-
tenzen bis hin zu kreativen Werkzeugen. Nach nur zwei Monaten nutzten mehr als 100 Millionen
Menschen ChatGPT fiir unterschiedlichste Zwecke (Hu, 2023; Leiter et al., 2023; OpenAl, 2022). In
der medialen Berichterstattung erlebt das Thema Kiinstliche Intelligenz seither einen Aufschwung
— der Meinungsmonitor Kinstliche Intelligenz des Center for Advanced Internet Studies (CAIS)
(2023) verzeichnet seit Januar 2023 einen deutlichen Anstieg der Berichterstattung tber KI. Auch
in der Wissenschaft fand generative Kl rasch Anklang: Bis Ende 2023 setzte bereits ein Drittel der
Forschenden generative Kl flr wissenschaftliche Arbeiten ein (Elsevier, 2023). In einer dhnlich ge-
lagerten Umfrage von Oxford University Press (2024) waren es im April 2024 bereits 76 %. Kaum
eine technologische Entwicklung hat in so kurzer Zeit eine derart breite Anwendung erfahren.

Generative Kl eroffnet weitreichende Moglichkeiten fiir die Wissenschaftskommunikation — sie
kann Wissen entgrenzen, Komplexitdt entwirren und neue Zugange schaffen (Fecher et al., 2023).
Sie tritt sowohl als eigenstandiger Akteur in der Wissenschaftskommunikation auf als auch als Res-
source, die Wissenschaftskommunikator*innen in ihrer Arbeit unterstiitzt (Klein-Avraham, 2024;
Schéfer, 2023). Doch mit der Euphorie lber diese Entwicklung wachsen auch die Zweifel: Welche
Rolle spielen Werte wie Transparenz und Vertrauen bei KI-Anwendungen, deren Trainingsdaten
und Funktionsweisen weitestgehend unbekannt sind? Wie trennscharf bleiben Wissen und Hallu-
zination, wenn zunehmend generative KI genutzt wird, um sich tiber Wissenschaft zu informieren?

Vor dem Hintergrund einer weit verbreiteten Nutzung und gleichzeitig groRer Bedenken zu diesem
Thema in der Bevolkerung hat WiD 2023 mit dem Wissenschaftsbarometer erstmals bevolkerungs-
reprasentative Daten zur Nutzung generativer Kl fiir wissenschaftliche Inhalte erhoben. Die Ergeb-
nisse bildeten 2024 die Grundlage fiir einen Multistakeholder-Dialog mit Expert*innen aus Wissen-
schaft, Kommunikationspraxis, Politik und Zivilgesellschaft. Ziel war es, die Chancen und Risiken
von generativer Kl in der Wissenschaftskommunikation aus diversen Perspektiven zu beleuchten
und Handlungsperspektiven fir die Kommunikation mit und Gber wissenschaftliches Wissen zu
entwickeln. Der Konsens aus dem Dialog ist eindeutig: Generative Kl bietet weitreichende Moglich-
keiten, erfordert jedoch einen verantwortungsvollen und reflektierten Einsatz — im Allgemeinen,
aber ganz besonders in der Wissenschaftskommunikation.



HINTERGRUND

Aktueller Forschungsstand
zur Rolle generativer Kl in der
Wissenschaftskommunikation

Generative KI-Anwendungen, die Texte und visuelle Inhalte in menschlicher Qualitat erzeugen kon-

nen, besitzen das Potenzial, den Zugang zu wissenschaftlichem Wissen und die Vermittlung von

Wissenschaft an die Offentlichkeit tiefgreifend zu verdndern (Fecher et al., 2023; Schéfer, 2023;

Schéfer et al., 2024). Eine prominente Form solcher generativer KI-Systeme sind sogenannte Large

Language Models (LLMs), wie etwa ChatGPT. Sie generieren textbasierte Inhalte, indem sie auf

Grundlage groRer Datenmengen Wahrscheinlichkeiten fiir Wortfolgen berechnen und daraus neue

Texte erstellen. Solche LLMs werden in zunehmendem MaRe genutzt, um sich tGiber wissenschafts-

bezogene Themen wie Klimawandel oder Gesundheit zu informieren (Biswas,

2023; Chen et al., 2024). Insbesondere in westlichen Landern ist ChatGPT einer Generative Kl erleich-
breiten Bevdlkerung bekannt (z. B. Vogels, 2023), und eine wachsende Anzahl tert den Zugang zUu

von Personen verwendet diesen Chatbot zur Suche nach Inhalten, auch im wis- wissenschaftlichem
senschaftlichen Kontext (Greussing et al., 2024). In Deutschland nutzt bereits Wissen und kann kom-
die Mehrheit der Studierenden ChatGPT fiir wissenschaftsbezogene Anfragen plexe Inhalte verstand-
(von Garrel & Mayer, 2023). In einer Umfrage der Oxford University Press (2024) licher vermitteln.

im Frihjahr 2024 gaben aullerdem 76 % der befragten Forschenden an, ein KI-

Tool fiir ihre Arbeit zu nutzen. Am haufigsten kommen dabei maschinelle Ubersetzung (49 %) und

Chatbot-Tools (43 %) zum Einsatz, gefolgt von Kl-gestlitzten Such- oder Recherchetools (25 %). Zwei

von drei Forschenden sehen in der Nutzung von Kl-Tools Vorteile fir ihre Arbeit.

Gleichzeitig ermoglicht generative Kl, den Zugang zu wissenschaftlichem Wissen zu erleichtern und
komplexe Inhalte verstandlicher zu vermitteln. Angesichts der rapiden Zunahme wissenschaftlicher
Publikationen (Bornmann et al., 2021) kdnnten generative Kl-basierte Anwendungen kinftig hel-
fen, Forschungsergebnisse gezielt aufzubereiten und miteinander zu verknipfen. So lieRe sich nicht
nur der Wissenstransfer verbessern, sondern auch das 6ffentliche Verstandnis fiir wissenschaft-
liche Zusammenhange vertiefen (Dowling & Lucey, 2023; Fecher et al., 2023; Grimaldi & Ehrler,
2023; Schafer, 2023). Darliber hinaus ermoglichen generative KI-Anwendungen personalisierte und
skalierbare Interaktionen, die eine breitere und inklusivere Teilnahme am wissenschaftlichen Dis-
kurs fordern kdnnen (Fecher et al., 2023; Lund et al., 2023; Perkins, 2023; Schafer, 2023).

Der Einsatz generativer Kl birgt jedoch auch erhebliche Risiken. Verzerrungen und Ungenauigkeiten
in der Wiedergabe, aber auch Misinformationen in der Generierung von Inhalten sind bekannte
Probleme (Ulken, 2022). LLMs kénnen Biases (dt. Verzerrungen) aus ihren Trainingsdaten Gberneh-
men, was beispielsweise zu diskriminierenden Inhalten oder verstarkten Geschlechterstereotypen
fihren kann. Das Unternehmen hinter ChatGPT, OpenAl, gibt in seinem Blog offen zu: ,ChatGPT
schreibt manchmal plausibel klingende, aber falsche oder unsinnige Antworten” (OpenAl, 2022).



In diesem Kontext stellt zusatzlich die Unterscheidung zwischen Kl-generierten und authentischen
wissenschaftlichen Beitragen eine wachsende Herausforderung dar (Else, 2023). Der zunehmende

Einsatz von KI-Anwendungen erschwert daher nicht nur die Transparenz in der

GI‘OBB Sprachmodelle Wissenschaftskommunikation, sondern gefdhrdet auch die Qualitdtssicherung

konnen das Vertrauen innerhalb der Forschung (Grimaldi & Ehrler, 2023; Konneker, 2024). Lund et al.
in die WISSBI‘ISChaft (2023) warnen auch aus diesen Griinden davor, dass LLM-basierte Werkzeuge
untergraben, warnen das Vertrauen in Wissenschaft untergraben kénnten.

Wissenschaftler*innen.

Dariiber hinaus wirft der Umgang mit generativen Kl-Tools Fragen des Daten-

schutzes auf — insbesondere, wenn Nutzendendaten an kommerzielle Anbieter
Ubertragen werden. Nur 6 % der Befragten in einer groR angelegten Umfrage unter akademischen
Forschenden vertrauen darauf, dass KI-Unternehmen den Datenschutz einhalten (Oxford Universi-
ty Press, 2024). Allerdings liegt dieses Problem weniger in den generativen KI-Anwendungen selbst
als vielmehr in der Hosting-Infrastruktur: Werden KI-Modelle intern betrieben, reduzieren sich vie-
le Datenschutzbedenken. Dies bedeutet allerdings einen erheblichen technischen Aufwand und ist
daher nicht immer umsetzbar (Homrich, 2025).

METHODE

Datengrundlage und
methodisches Vorgehen

Angesichts der malRgeblichen Rolle, die generative Kl bereits in der Kommunikation mit und Gber
wissenschaftliches Wissen spielt und kiinftig weiter spielen wird, hat sich WiD der Frage angenom-
men, wie der Umgang mit entsprechenden Tools in der Wissenschaftskommunikation gestaltet
werden sollte. Dazu wurden unterschiedliche Perspektiven beleuchtet: Im Wissenschaftsbarome-
ter 2023 wurden erstmals in Deutschland bevolkerungsreprasentative Daten zur Nutzung von ge-
nerativer Kl im wissenschaftlichen Kontext erhoben. Darauf bezugnehmend diskutierten im August
2024 Expert*innen aus unterschiedlichen Stakeholdergruppen Chancen und Risiken generativer
KI im Kontext von Wissenschaftskommunikation. Aufbauend auf den Diskussionen und Empfeh-
lungen dieser Expert*innen hat WiD funf Gbergeordnete Handlungsperspektiven fir die Wissen-
schaftskommunikation formuliert.



K

Wissenschaftsbarometer 2023: Die Perspektive der Blirger*innen

Mit dem Wissenschaftsbarometer werden seit 2014 Daten zu den Einstellungen der Biirger*innen
in Deutschland gegeniiber Wissenschaft und Forschung erhoben. Fiir die Erhebung 2023 wurden
vom 27. bis 30. Juli 2023 mittels computergestitzter Telefoninterviews (80 % Festnetz und 20 %
Mobil) 1.005 Personen befragt. Die Grundgesamtheit, auf die die Ergebnisse des Wissenschafts-
barometers verallgemeinert werden kénnen, ist die deutschsprachige Wohnbevolkerung in deut-
schen Privathaushalten ab 14 Jahren.

Das Wissenschaftsbarometer umfasst neben regelmaRig erhobenen Fragen auch einen jahrlich
wechselnden Teil, der aktuelle gesellschaftsrelevante Themen aufgreift. Im Jahr 2023 lag dieser
Themenschwerpunkt auf der Nutzung generativer Kl im Kontext der Wissenschaftskommunikation,
mit einem Fokus auf Anwendungen wie ChatGPT. Ziel dieses Themenschwerpunkts war es, in ei-
nem Kontext intensiver 6ffentlicher Debatten Einblicke in die Einstellungen der Bevdlkerung zu ge-
nerativer Kl zu bekommen. Dazu wurden insgesamt zehn Fragen erhoben, die gemeinsam mit dem
wissenschaftlichen Beirat des Wissenschaftsbarometers entwickelt wurden: die Bekanntheit von
Programmen wie ChatGPT unter den Befragten; das Vertrauen in Programme wie ChatGPT bei der
Wiedergabe wissenschaftlicher Inhalte; und jeweils vier Fragen zu moéglichen Chancen und poten-
ziellen Risiken hinsichtlich der Nutzung solcher Programme, die sich an der damaligen Einschatzung
der Bedeutung von generativer Kl fiir die Wissenschaftskommunikation orientierten (z. B. Schéfer,
2023). Der vollstandige Fragebogen sowie methodische Hintergrundinformationen kénnen unter
www.wissenschaftsbarometer.de eingesehen werden.

Die Daten des Wissenschaftsbarometers bieten einen ersten wertvollen Einblick in die Einstellun-
gen der Birger*innen in Deutschland zu generativer KI und die Faktoren, die diese Einstellungen
beeinflussen. Die prasentierten Ergebnisse basieren auf einer mehrstufigen empirischen Analyse:
Zunachst wurden alle im Schwerpunktthema Kl erhobenen ltems deskriptiv ausgewertet. Die Ant-
wortmoglichkeiten ,weiR nicht” und ,keine Angabe” wurden dabei als fehlende Werte klassifiziert
und von der Analyse ausgeschlossen. Aufbauend auf dieser Grundanalyse wurde im Rahmen einer
weiterfiihrenden inferenzstatistischen Analyse (siehe Exkurs, S. 11) das Vertrauen sowie positive
und negative Einstellungsdimensionen gegeniiber Programmen wie ChatGPT tiefergehend unter-
sucht. Dabei wurde analysiert, inwiefern soziodemografische Faktoren wie Alter, Bildungsgrad und
Einkommen, aber auch das generelle Vertrauen in die Wissenschaft diese Variablen beeinflussen.
Die Bekanntheit von ChatGPT wurde einerseits als unabhangige Variable, die direkt Einfluss auf die
Einstellungen nimmt, betrachtet und andererseits als Moderatorvaribale, die den Zusammenhang
zwischen anderen Merkmalen (z. B. Alter oder Bildung) und den Einstellungen zu ChatGPT beein-
flussen kann.

Die Skripte zu den empirischen Analysen sind zur Nachvollziehbarkeit und weiteren Nutzung online
zuganglich unter: https://github.com/wissenschaftimdialog/Kl.git


https://wissenschaft-im-dialog.de/projekte/wissenschaftsbarometer/
https://github.com/wissenschaftimdialog/KI.git

Multistakeholder-Dialog: Die Perspektive der Expert*innen

Zur Einordnung der Ergebnisse des Wissenschaftsbarometers sowie einer umfassenden Diskussion
zur Nutzung von generativer Kl in der Wissenschaftskommunikation organisierte WiD am 28. Au-
gust 2024 in Kooperation mit dem Alexander von Humboldt Institut fur Internet und Gesellschaft
einen Multistakeholder-Dialog.

Fir den Dialog wurden 20 Expert*innen aus Wissenschaft, Kommunikation, Zivilgesellschaft und
Politik eingeladen (siehe Anhang: Liste der Expert*innen). Im ersten Teil diskutierten diese Chancen
und Risiken von generativer Kl in der Wissenschaftskommunikation, die dann in Gbergreifenden
Clustern zusammengefasst wurden. Im zweiten Teil des Multistakeholder-Dialogs erarbeiteten die
Expert*innen Empfehlungen fir einen zukunftsfahigen Umgang mit generativer Kl in der Wissen-
schaftskommunikation. In der Nachbereitung des Dialogs wurden die Expert*innen gebeten, die
Relevanz der gebildeten Cluster zu bewerten sowie eine Kategorisierung der Empfehlungen in
libergeordnete Themenbereiche zu validieren.

WiD-Multistakeholder-Dialoge

Vor dem Hintergrund komplexer werdender gesellschaftlicher Herausforderungen, die auch
und insbesondere in der Kommunikation mit und Uber wissenschaftliches Wissen sichtbar
werden, organisiert WiD seit 2024 themenspezifische Multistakeholder-Dialoge. Diese brin-
gen Expert*innen aus verschiedenen gesellschaftlichen Gruppen zusammen, um aus unter-
schiedlichen Perspektiven zentrale Fragen an den Schnittstellen zwischen Wissenschaft und
Offentlichkeit zu diskutieren. Die WiD-Multistakeholder-Dialoge basieren auf den Daten des
Wissenschaftsbarometers, setzen auf ein anspruchsvolles Sampling der Expert*innen und
folgen einer strukturierten Moderation. Um die Qualitat der Ergebnisse zu sichern, tber-
prifen wir unsere Erkenntnisse in einer nachgelagerten Befragung unter den Expert*innen.
Zudem arbeiten wir passend zu den Themenschwerpunkten mit Partner*innen zusammen —
in diesem Fall mit dem Alexander von Humboldt Institut fir Internet und Gesellschaft. Durch
diese inter- und transdisziplindren Perspektiven und kooperativen Diskussionen entstehen
fundierte Empfehlungen fiir eine zukunftsweisende Wissenschaftskommunikation.



ERGEBNISSE

Empirische Befunde
und Implikationen

Im folgenden Kapitel werden die Ergebnisse des Wissenschaftsbarometers 2023 sowie des Multis-
takeholder-Dialogs zum Thema Generative Kl an der Schnittstelle von Wissenschaft und Offentlich-
keit vorgestellt.

Generative Kl und Wissenschaftskommunikation aus Perspektive der
Blrger*innen

Die Ergebnisse des Wissenschaftsbarometers bieten eine Momentaufnahme der Wahrnehmung
und Nutzung generativer Kl in der Wissenschaftskommunikation in der Bevolkerung Deutschlands
gut sechs Monate nach der Veroffentlichung von ChatGPT. Ein Blick in die Daten zeigt: Bereits zum
damaligen Zeitpunkt, im Sommer 2023, hatten 64 % der Befragten von derartigen KI-Anwendungen
gehort. Besonders ausgepragt war diese Bekanntheit unter jingeren, mannlichen und formal hé-
her gebildeten Personen. Die Analysen zeigen aber auch, dass die Bekanntheit von ChatGPT unter
den Befragten keinen signifikanten Einfluss auf die Wahrnehmung von Chancen und Risiken oder
das Vertrauen in Programme wie ChatGPT bei der Wiedergabe wissenschaftlicher Inhalte hatte.

Viele Blirger*innen sehen Chancen in der Nutzung generativer Kl fiir die Vermittlung wissenschaft-
licher Inhalte (siehe Abbildung 1). Dabei wird deutlich, dass insbesondere die verstdndliche Dar-
stellung komplexer Sachverhalte (53 %) sowie die Mdoglichkeit, sich Sachverhalte durch Beispiele
und Nachfragen vereinfachen zu lassen (50 %) als positive Aspekte von Programmen wie ChatGPT
wahrgenommen werden. Deutlich weniger Befragte bewerten die Nutzung ge-
nerativer Kl fur die Erstellung wissenschaftlicher Texte als positiv (33 %) oder die

Das Nutzungspotenzial Moglichkeit, mit ChatGPT ein Gesprach zu fiihren, das dhnlich wie mit einem

von generativer Kl Menschen stattfindet (34 %). Diese Ergebnisse deuten darauf hin, dass das Nut-
wird von Burger"""lnnen zungspotenzial von generativer Kl seitens der Blirger*innen eher in der niedrig-
hauptsachlich in der schwelligen Vermittlung von Inhalten gesehen wird und weniger in der dialog-

niedrigschwelligen Ver- orientierten Interaktion.
mittlung von Inhalten

gesehen.

Ein anderes Bild zeigt sich in den Bewertungen unterschiedlicher Risiken bei der

Nutzung generativer Kl (siehe Abbildung 2). Eine deutliche Mehrheit der Befrag-
ten sorgt sich nicht nur darum, dass Programme wie ChatGPT Falschinformationen wiedergeben
(65 %), sondern auch aktiv zu deren Verbreitung beitragen (62 %). Ein dhnlich groBer Anteil an Be-
fragten halt es aulRerdem fiir problematisch, dass es zunehmend schwieriger wird, zwischen von
Menschen und von generativer Kl erstellten wissenschaftlichen Inhalten zu unterscheiden (63 %).
AuRRerdem bezweifeln viele Befragte, dass entsprechende Programme wissenschaftliche Quellen
zuverlassig prifen kdnnen (62 %). Die Bewertung der potentiellen Risiken generativer Kl ergibt
ein vergleichsweise einheitliches Meinungsbild — deutlich geschlossener als bei der Bewertung der



Es ist positiv, dass man sich mit Programmen wie

ChatGPT ...

... komplexe Sachverhalte aus
Wissenschaft und Forschung stark
vereinfacht erklaren lassen kann.

... bei Unklarheiten bezuglich
wissenschaftlicher Themen Beispiele geben
lassen und Nachfragen stellen kann.

... wie mit einem echten
Menschen Gber Wissenschaft und
Forschung unterhalten kann.

... in klrzester Zeit Texte im Stil
wissenschaftlicher Beitrage verfassen kann.

ZUSTIMMUNG

stimme voll und ganz zu - stimme eher zu - unentschieden - stimme eher nicht zu - stimme nicht zu

ABLEHNUNG

Es ist bedenklich, dass Programme wie ChatGPT ...

... manchmal Falschinformationen zu
wissenschaftlichen Themen wiedergeben.

... es schwieriger machen festzustellen,
ob wissenschaftliche Inhalte von
einem Menschen oder einem
Programm verfasst wurden.

... die Verbreitung von Falschinformationen
Uber wissenschaftliche Themen
erhéhen kénne.

... die Quellen der Informationen zu

wissenschaftlichen Themen nicht so griindlich

Uberprifen kénnen wie ein Mensch.

ABBILDUNG 1 & 2

ZUSTIMMUNG

stimme voll und ganz zu - stimme eher zu - unentschieden - stimme eher nicht zu - stimme nicht zu

ABLEHNUNG

Prozentuale Zustimmung zu positiven und negativen Aspekten von Programmen wie ChatGPT

Quelle: Wissenschaftsbarometer 2023



moglichen Chancen. Dies kdnnte darauf hindeuten, dass die wahrgenommenen Risiken generativer
KI im Kontext von Wissenschaftskommunikation einer allgemeinen Skepsis unterliegen, in der die
verschiedenen Bedenken fiir viele Befragte eng miteinander verknipft sind.

In einer zunehmend digitalisierten Wissenslandschaft stellt sich neben der Wahrnehmung von
Chancen und Risiken generativer Kl die Frage, inwieweit Programme wie ChatGPT als verlassliche
Quelle wahrgenommen werden und welche Faktoren das Vertrauen in entsprechende Tools beein-
flussen. Das Wissenschaftsbarometer 2023 erfasste neben dem generellen Vertrauen in Wissen-
schaft und Forschung auch spezifisch das Vertrauen in Programme wie ChatGPT bei der Wieder-
gabe wissenschaftlicher Inhalte. Die Ergebnisse zeigen, dass 47 % der Befragten Programmen wie
ChatGPT bei der Wiedergabe wissenschaftlicher Inhalte eher nicht oder gar nicht vertrauen. Uber
ein Drittel ist diesbeziiglich unentschieden und 17 % vertrauen eher oder voll und ganz (siehe Ab-
bildung 3).

Anders sieht es bei der Unterstiitzung von Forschung und Entwicklung durch Kl im Allgemeinen aus,
wie die Ergebnisse des Eurobarometers SP557 (Europdische Kommission, 2025) zeigen: 35 % der
Befragten in Deutschland geben an, wissenschaftlicher Forschung und Entdeckungen, die mithilfe
von Kl gemacht werden, (eher oder voll und ganz) zu vertrauen. 36 % sind unentschieden, wahrend
28 % wenig oder gar kein Vertrauen in wissenschaftliche Forschung haben, die durch Kl unterstitzt
wird. Im europaischen Vergleich liegt Deutschland damit im Mittelfeld: Das hochste Vertrauen in
wissenschaftliche Forschung, die mithilfe von KI durchgefiihrt wurde, gibt es in Danemark (64 %),
wdhrend Rumanien (25 %) die niedrigsten Vertrauenswerte aufweist.

Wie sehr vertrauen Sie personlich
Programmen wie ChatGPT bei der Wiedergabe
wissenschaftlicher Inhalte?

VERTRAUEN KEIN VERTRAUEN

vertraue  voll und  ganz - vertraue eher - unentschieden - vertraue eher nicht - vertraue nicht

ABBILDUNG 3
Prozentuales Vertrauen in Programme wie ChatGPT bei der Wiedergabe wissenschaftlicher Inhalte
Quelle: Wissenschaftsbarometer 2023



EXKURS: Inferenzstatistische Analyse der Einstellungen gegen(iber
generativer Kl

Eine inferenzstatistische Analyse der Daten des Wissenschaftsbarometers ermaoglicht es, Faktoren
zu identifizieren, die die Wahrnehmung von Chancen und Risiken generativer Kl sowie das Vertrau-
en in diese Technologien im Kontext von Wissenschaftskommunikation beeinflussen. Um Uberge-
ordnete Einstellungsdimensionen der Befragten zu Chancen und Risiken abzubilden, wurden tber
die Aggregation der Mittelwerte der entsprechenden Items latente Variablen gebildet. Diese laten-
ten Konstrukte wurden anschlieBend in einem Strukturgleichungsmodell (SEM) mit verschiedenen
Pradiktoren in Beziehung gesetzt, um deren Einfluss auf die Einstellungsbildung quantifizierbar zu
machen und zentrale Determinanten zu identifizieren.

Die Ergebnisse zeigen, dass eine positive Einstellung gegenliber Programmen wie ChatGPT signi-
fikant mit einem ausgepragten generellen Vertrauen in Wissenschaft und Forschung zusammen-
héngt (Effekt: 0.079**). Ebenso ist die Bekanntheit entsprechender Programme ein relevanter
Pradiktor in dieser Hinsicht: Befragte, die bereits von ChatGPT gehért haben, neigen eher dazu,
dessen Potenziale positiver zu bewerten (Effekt: 0.159**). Dariiber hinaus zeigt sich ein signifikan-
ter Einfluss des Alters der Befragten: Jingere Personen weisen hdufiger eine positive Einstellung
gegeniber generativer Kl auf als dltere Befragte (Effekt: -0.124***).

Wahrend fir die positiven Einstellungen gegentber der Nutzung generativer Kl das allgemeine Ver-
trauen in die Wissenschaft, sowie Bekanntheit der Programme und das Alter der Befragten eine
signifikante Rolle spielen, zeigt sich fiir die negativen Einstellungen ein anderes Bild: Hier sind es
vor allem soziodemographische Faktoren, die eine zentrale Rolle spielen. Konkret werden negative
Einstellungen gegeniliber Programmen wie ChatGPT von einem niedrigen formalen Bildungsgrad
(Effekt: 0.143**) sowie einem geringeren Einkommen (Effekt: 0.190***) beeinflusst. Auffallig ist zu-
dem, dass auch bei negativen Einstellungen gegeniiber Programmen wie ChatGPT die Bekanntheit
der Technologie einen positiven Zusammenhang aufweist (Effekt: 0.247***). Das bedeutet, dass
Befragte, die bereits von ChatGPT gehdrt haben, sowohl eher dazu neigen, dessen Nutzung als be-
sonders positiv als auch als besonders negativ zu bewerten. Dies kdnnte auf eine Polarisierung der
Wahrnehmung von generativer Kl in der 6ffentlichen Debatte hindeuten.

Zur Untersuchung der Einflussfaktoren auf das Vertrauen in Programme wie ChatGPT bei der Wie-
dergabe wissenschaftlicher Inhalte wurde eine ergdnzende ordinal logistische Regression durch-
geflihrt. Die Analyse zeigt, dass das Vertrauen in die Technologie maligeblich durch die individuelle
Bewertung der Chancen und Risiken generativer Kl beeinflusst wird. Befragte, die die Potenziale
von ChatGPT hoch einschéatzen, bringen dem Programm signifikant mehr Vertrauen entgegen (Ef-
fekt: 0.494***), wahrend eine starkere Betonung der Risiken mit geringerem Vertrauen einhergeht
(Effekt: -0.47***). Darliber hinaus hat ein hoheres allgemeines Vertrauen in Wissenschaft und For-
schung einen positiven Effekt auf das Vertrauen in ChatGPT bei der Wiedergabe wissenschaftlicher
Inhalte (Effekt: 0.285%*). Soziodemografische Merkmale wie Alter, Geschlecht, Bildungsgrad oder
Einkommen weisen keine signifikanten Effekte auf das Vertrauen in generative KI im Kontext von
Wissenschaftskommunikation auf.

Signifikanzniveau: p < 0.001 (¥***), p < 0.01 (**), p < 0.05 (*)



Generative Kl und Wissenschaftskommunikation aus Perspektive der
Expert*innen

Uber die im Wissenschaftsbarometer gezielt erhobenen Einschitzungen der Bevélkerung hinaus
bot der Multistakeholder-Dialog die Méglichkeit, in einer offenen Diskussion ein breiteres Spekt-
rum an Chancen und Risiken generativer Kl in der Wissenschaftskommunikation zu identifizieren
und zu diskutieren. Die Ergebnisse unterstreichen die Vielschichtigkeit der Debatte und verdeut-
lichen, dass die Nutzung generativer KI an der Schnittstelle von Wissenschaft und Offentlichkeit
weitreichende Implikationen hat. Abbildung 4 illustriert die von den Teilnehmenden diskutierten
Potenziale und Herausforderungen von generativer Kl in diesem Kontext, geordnet nach themati-
schen Clustern und ihrer nachtréglich durch die Expert*innen bewerteten Relevanz.

Die Diskussionen wahrend des Workshops zeigten deutlich, dass eine differenzierte Betrachtung
der Rolle von generativer Kl in der Wissenschaftskommunikation erforderlich ist, die verschiedene
Anwendungskontexte und Akteursgruppen bericksichtigt. Um die jeweiligen Potenziale und Her-
ausforderungen praziser zu erfassen, unterschieden die Expert*innen gezielt zwischen der Wissen-
schaft als Senderin von Informationen, der Verwaltung, dem Journalismus, den Kommunikator*in-
nen in der Rolle der Vermittelnden sowie den Blrger*innen als Rezipient*innen.

Als zentrale Chancen wurden von den Expert*innen vor allem der Abbau von Barrieren, ein erleich-
terter Zugang zu wissenschaftlichen Themen und eine Effizienzsteigerung in der eigenen Arbeit ge-
nannt. Beispielsweise konnten komplexe Inhalte durch generative Kl vereinfacht vermittelt werden,
sodass Rezipient*innen leichter Zugang zu Forschungsergebnissen erhalten. Fir Akteur*innen aus
der Kommunikation und dem Journalismus erdffnen sich zudem Mdéglichkeiten, Informationen
schneller aufzubereiten oder zielgruppenspezifisch zu gestalten.

Gleichzeitig sahen die Teilnehmenden in diesem breiten Einsatzfeld auch wachsende Risiken fir
Ungleichheit und Exklusion: Nicht alle Bevolkerungsgruppen verfiigen (iber die notwendigen tech-
nischen Ressourcen oder Kompetenzen, um von generativer Kl zu profitieren, und kénnten somit
weiter abgehangt werden. Ebenso wurde betont, dass einseitige Daten und Trainingsgrundlagen
zu Verzerrungen und Biases fiihren und so das Bild wissenschaftlicher Erkenntnisse verfalschen
kénnen. Hinzu kommen mogliche Gefahren durch Scheinvereinfachung: Dabei werden komplexe
Themen im Kl-generierten Text stark heruntergebrochen, was den Eindruck von Verstandlichkeit
vermittelt. Dabei werden aber teilweise wichtige Details und Zusammenhéange ausgeblendet. Die
Teilnehmenden machten deutlich, dass die konkrete Ausgestaltung des Einsatzes generativer Kl
— beispielsweise durch transparente Dokumentation der Datenquellen oder Qualitatskontrollen —
entscheidend ist, um derartige Risiken zu minimieren.

Dariiber hinaus duBerten die Expert*innen die Sorge, dass eine zunehmende Abhangigkeit von
wenigen grolRen Anbietern die Monopolbildung beglinstigen und den offenen Zugang zu Wissen
erschweren konnte. In diesem Zusammenhang wurde auch die Notwendigkeit geeigneter Gover-
nance-Strukturen betont, etwa durch Investitionen in nicht-kommerzielle Infrastrukturen und die
Entwicklung von Regulierungen, die langfristig einen offenen Zugang zu Wissen sichern sollten.
Insgesamt wurde klar, dass die Chancen und Risiken generativer KI nur im Zusammenspiel ver-
schiedener Perspektiven — Wissenschaft, Intermedidre und Offentlichkeit — umfassend betrachtet
werden kdnnen.
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Chancen generativer Kl in der
Wissenschaftskommunikation

Die Darstellung zeigt die identifizierten Chancen und Anwendungsmaéglichkeiten

KOMPLEXITAT/ZUGANG
Generative Kl kann dabei helfen, komplexe Sachverhalte fir

unterschiedliche Nutzendengruppen zuganglich zu machen

BARRIEREN/HURDEN
KI-Tools senken die Barrieren fir den Einstieg in wissenschaftliche

Themen fur Nicht-Wissenschaftler*innen

EFFIZIENZ/SUPPORT/KAPAZITAT
KI-Tools unterstitzen Wissenschaftskommunikation und

Wissenschaftsmanagement bei administrativen Routinearbeiten

ORIENTIERUNG
KI-Tools kdnnen dabei helfen, Orientierung bei neuen Themen und

Sachverhalten zu schaffen

DARSTELLUNG
KI-Tools, z. B. Bildgeneratoren, kdnnen dabei helfen,

wissenschaftliche Sachverhalte visuell darzustellen

SICHTBARKEIT
KI-Tools konnen dabei helfen,

Forschung sichtbarer zu machen

RUCKKANAL
Uber das Nutzungsverhalten von Kl-Tools kann Feedback aus der

Offentlichkeit in die Forschung gelangen

Grole der Icons spiegelt die von den Expert*innen eingeschétzte Relevanz der Chancen wider. Sie sind nach absteigender Reihenfolge sortiert.



Risiken generativer Kl in der
Wissenschaftskommunikation

Die Darstellung zeigt die identifizierten Risiken und Grenzen

MONOPOLBILDUNG
Die Abhanigkeit von kommerziellen Anbietern fir die

Kommunikation mit und Uber Wissen kdnnte zunehmen

UNGLEICHHEIT IM ZUGANG

Kl kann die Kluft zwischen technologisch versierten und weniger

versierten Personen vergroRern (Digital Divide)

VERZERRUNG
Kl kann zu verzerrten Darstellungen wissenschaftlicher

Informationen fihren

MANGELNDE DIVERSITAT
Kl kann bestehende Vorurteile verstarken und zu einseitigen

Perspektiven beitragen

EXKLUSION
Kl kann Gruppen in der Wissenschaft(skommunikation)

ausschlieRen, wenn der Zugang zu Werkzeugen kostenpflichtig ist

SCHEINVEREINFACHUNG
Kl kann komplexe Themen unangemessen vereinfachen und

dadurch das Verstandnis verfalschen

ZU WENIG VERSTANDNIS VON KI
KI-Werkzeuge kdnnen unsachgemald in der
Wissenschaftskommunikation eingesetzt werden, wenn

Kommunikator*innen nicht ausreichend Kenntnis Uber K|l haben

GroRe der Icons spiegelt die von den Expert*innen eingeschatzte Relevanz der Risiken wider. Sie sind nach absteigender Reihenfolge sortiert.



Risiken generativer Kl in der
Wissenschaftskommunikation

Die Darstellung zeigt die identifizierten Risiken und Grenzen

MISSBRAUCH
Kl kann flr die Manipulation oder Verbreitung falscher

Informationen missbraucht werden

UBERHOHTE ERWARTUNGEN
Kl kann unrealistische Erwartungen an die Leistungsfahigkeit von

Wissenschaftler*innen wecken

MANGELNDE TIEFE
Kl kann dazu fihren, dass wissenschaftliche Diskussionen an Tiefe

verlieren

ABHANGIGKEIT
KI-Tools konnen dazu fihren, dass Koommunikator*innen

grundstandige Kompetenzen vernachlassigen oder verlernen

FEHLENDES VOKABULAR
Kl kann es erschweren, komplexe wissenschaftliche Inhalte prazise

zu vermitteln, wenn das notige Vokabular fehlt

MANGELNDE KREATIVITAT
Kl kann die kreative und innovative Arbeit in der Wissenschaft

hemmen, wenn sie zu stark auf Automatisierung setzt

GroRe der Icons spiegelt die von den Expert*innen eingeschatzte Relevanz der Risiken wider. Sie sind nach absteigender Reihenfolge sortiert.



Diskussion der Ergebnisse

Die Ergebnisse des Wissenschaftsbarometers 2023 und des Multistakeholder-Dialogs verdeutli-
chen die ambivalente Wahrnehmung der Nutzungspotenziale von generativer Kl in der Wissen-
schaftskommunikation. Dabei zeigt sich, dass nicht die blofRe Betrachtung der Technologie, sondern
vor allem ihre aktive Gestaltung ausschlaggebend fiir den Erfolg ihres Einsatzes ist.

Waéhrend viele Befragte des Wissenschaftsbarometers die Chancen von Programmen wie ChatGPT

insbesondere in der verstandlichen Vermittlung wissenschaftlicher Inhalte sehen, hat eine Mehr-

heit in zentralen Bereichen der Nutzung auch deutliche Bedenken. Die weitgehend einheitliche
Risikowahrnehmung deutet darauf hin, dass Angste und Unsicherheiten gegeniiber generativer

Kl einer Ubergeordneten Skepsis unterliegen kdnnten. Die inferenzstatistischen

Analysen (siehe Exkurs, S. 11) zeigen, dass sowohl soziodemografische als auch  Um generative Kl als
psychologische Faktoren die Einstellungen zu generativer Kl beeinflussen. Jiin- Werkzeug der Wissen-
gere Personen sowie Befragte mit hoherem Vertrauen in Wissenschaft und schaftskommunikation
Forschung bewerten die Technologie tendenziell positiver. Das konnte darauf wirkungsvoll einzu-
hindeuten, dass generelles Vertrauen in die Wissenschaft mit einer groRBeren Setzen, sind fundierte
Offenheit gegenuber der Nutzung neuer Technologien in der Wissenschafts- Strategien fi:ll‘ Organisa-
kommunikation zusammenhingt. In die gleiche Richtung deutet das Ergebnis, tion und Gestaltung des
dass ein hGheres allgemeines Vertrauen in die Wissenschaft mit einem stirkeren ~ Einsatzes erforderlich.
Vertrauen in Programme wie ChatGPT bei der Wiedergabe wissenschaftlicher

Inhalte einhergeht. Negative Einstellungen gegeniiber solchen Programmen zeigen sich dagegen

vor allem bei Befragten mit einem niedrigerem formalen Bildungsgrad sowie geringerem Einkom-

men. Dieses Ergebnis kdnnte auf Unterschiede in der technologischen Teilhabe hinweisen: Die be-

treffenden Gruppen haben moglicherweise weniger Zugang zu oder Erfahrung mit KI-Technologien,

wodurch Risiken und Sorgen starker wahrgenommen werden.

Ungleichheit, Exklusion und Fragen des Zugangs standen auch im Mittelpunkt der Diskussionen
des Multistakeholder-Dialogs. Die Expert*innen betonten, dass generative Kl zwar den Zugang zu
Wissen erleichtern und die Arbeit in Wissenschaft und Wissenschaftskommunikation effizienter
gestalten kann, zugleich jedoch durch verzerrte Darstellungen, fehlende Diversitat und scheinbare
Vereinfachung die Qualitat dieser Arbeit gefdhrdet. Ein weiteres Risiko sahen sie in der wachsen-
den Abhangigkeit von kommerziellen Strukturen, die Monopolisierungstendenzen fordern und den
offenen Zugang zu Wissen erschweren.

Die Befunde sowohl des Wissenschaftsbarometers als auch des Multistakeholder-Dialogs unter-
streichen die Notwendigkeit gezielter Kommunikationsstrategien, die Transparenz in der Nutzung
generativer KI mit fundierter Aufklarung Gber deren Chancen und Risiken verbinden. Um generati-
ve Kl als Werkzeug der Wissenschaftskommunikation wirkungsvoll einzusetzen, sind fundierte Stra-
tegien flr Organisation und Gestaltung des Einsatzes erforderlich. Gleichzeitig sollte generative Ki
selbst Gegenstand wissenschaftlicher Kommunikation sein: Indem die Entstehung, Funktionsweise
und Grenzen dieser Technologie offen thematisiert werden, kdnnen Unsicherheiten adressiert und
verantwortungsvolle Nutzungsmoglichkeiten identifiziert werden. Eine transparente und quali-
tatsgesicherte Integration generativer Kl in die Wissenschaftskommunikation kann somit nicht nur
einen verantwortungsvollen Umgang mit dieser Technologie stdrken, sondern auch dazu beitragen,
das allgemeine Vertrauen in wissenschaftliche Informationen zu férdern.

16



Handlungsperspektiven

Generative Kl verandert die Wissenschaftskommunikation nachhaltig — sie er6ffnet neue Chancen,
bringt aber auch erhebliche Herausforderungen mit sich. Ein verantwortungsvoller Umgang mit
dieser Technologie ist daher unerlasslich. Die folgenden Handlungsperspektiven basieren auf den
zentralen Ergebnissen des Wissenschaftsbarometers und des Multistakeholder-Dialogs. Sie greifen
die wissenschaftlichen Befunde sowie die Einschdtzungen der Expert*innen auf und zeigen Wege
fir eine zukunftsorientierte Nutzung von Kl an der Schnittstelle von Wissenschaft und Gesellschaft.

HANDLUNGSPERSPEKTIVE 1

Leitlinien far die Nutzung generativer Kl in der
Wissenschaftskommunikation entwickeln

Ein erster wichtiger Schritt in der reflexiven Auseinandersetzung mit der Thematik und als Orientie-
rungshilfe fur unterschiedliche Akteursgruppen ist die Entwicklung praktikabler Leitlinien fiir den
Einsatz Kl-gestutzter Tools in der Wissenschaftskommunikation. Die Expert*innen betonten diese
Notwendigkeit wahrend des Multistakeholder-Dialogs und auch in der Nachbefragung besonders
stark. Die Leitlinien sollten sich an bestehenden Qualitdtsstandards guter wissenschaftlicher Pra-
xis und Wissenschaftskommunikation orientieren und mit bestehenden Selbstverpflichtungen, wie
den Leitlinien zur guten Wissenschaftskommunikation, kompatibel sein. Solche Richtlinien, die bei-
spielsweise transparente Kommunikation im Einsatz generativer Kl sicherstellen, kdnnen nicht nur
Praktiker*innen unterstlitzen, sondern auch im offentlichen Diskurs vertrauensbildend wirken, wie
die Ergebnisse des Wissenschaftsbarometers unterstreichen.

Die Erarbeitung dieser Leitlinien sollte in einem strukturierten Austausch zwischen Forschung und
Praxis erfolgen und relevante Akteur*innen und Netzwerke, darunter den Bundesverband Hoch-
schulkommunikation, das Nationale Institut fiir Wissenschaftskommunikation, WiD und die #Fac-
toryWisskomm einbinden. Als Grundlage konnten bestehende Leitlinien wie die Good Practice
Principles on Science Communication and Artificial Intelligence dienen, die jedoch noch weiter-
entwickelt werden missen (CCS-UPF, 2024). Erste wissenschaftliche Arbeiten, darunter Silva Luna
et al. (2025), befassen sich mit Normen fiir die Anwendung von Kl in der Wissenschaftskommuni-
kation und liefern wertvolle Impulse fiir diesen Prozess. AuBerdem arbeiten mehrere Expert*in-
nennetzwerke derzeit bereits an der Formulierung entsprechender Leitlinien (u. a. Taskforce ,KI
in der Wissenschaftskommunikation” der #FactoryWisskomm, forthcoming; VolkswagenStiftung,
2025). Um Doppelstrukturen zu vermeiden und Synergien zu nutzen, sollten die verschiedenen An-
satze moglichst gut koordiniert und zusammengefiihrt werden. Die resultierenden Leitlinien soll-
ten Hochschulen und Wissenschaftseinrichtungen als freiwillige Selbstverpflichtung zur Verfliigung
stehen, um eine qualitdtsgesicherte und reflektierte Nutzung generativer Kl in der Wissenschafts-
kommunikation zu gewahrleisten.
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HANDLUNGSPERSPEKTIVE 2

Generative Kl in Aus- und Weiterbildung der
Wissenschaftskommunikation integrieren

Sowohl die Einschatzungen der Bevolkerung im Wissenschaftsbarometer als auch die Bewertun-
gen von Expert*innen im Multistakeholder-Dialog machen deutlich: Generative KI beeinflusst die
Wissenschaftskommunikation in vielfacher Weise. Um darauf vorbereitet zu sein, sollte generative
KI fester Bestandteil der Aus- und Weiterbildung von Kommunikator*innen werden — sowohl im
Hinblick auf die kritische Reflexion als auch auf die praktische Anwendung.

Dies gilt fir Studiengange mit einem Fokus auf Wissenschaftskommunikation und die Betreuung
des Kommunikationsnachwuchses an wissenschaftlichen Einrichtungen, aber genauso fir kommu-
nizierende Wissenschaftler*innen. Der Umgang mit generativer Kl sollte von Beginn an in die Aus-
bildung integriert werden. Ergdnzend sollten mehr Fort- und Weiterbildungsangebote fiir Prakti-
ker*innen geschaffen und gestarkt werden, beispielsweise durch Akteure wie das Nationale Institut
flir Wissenschaftskommunikation, WiD, die Universitat Speyer oder auch private Akteure. Solche
Programme sollten neben ethischen und technischen Grundlagen vor allem die verantwortungs-
bewusste Anwendung generativer Kl vermitteln.

HANDLUNGSPERSPEKTIVE 3:

Generative Kl als Gegenstand der Wissenschaftskommunikation
etablieren

Angesichts der breiten Nutzung generativer Kl in Wissenschaft und Gesellschaft sowie ihrer er-
kennbaren Auswirkungen auf 6ffentliche Kommunikation ist es unerlasslich, generative Kl sowohl
als Forschungsgegenstand als auch als zentrales Thema der Wissenschaftskommunikation noch
starker in den Blick zu nehmen. Die Ergebnisse des Wissenschaftsbarometers, des Multistakehol-
der-Dialogs und anderer Studien verdeutlichen, dass eine verstarkte Kommunikation zum Thema
generative Kl selbst dazu beitragen kdnnte, Barrieren und Angste einer eher skeptischen Zielgruppe
abzubauen. Gleichzeitig sollte eine solche verstarkte Kommunikation tber generative Kl auch zum
Ziel haben, zu einem reflektierten und verantwortungsvollen Umgang mit ihr beizutragen. Dabei
gilt es jene zu erreichen, die KI-Systeme bereits umfanglich nutzen, sich der damit verbundenen
Risiken aber nicht bewusst sind. Wissenschaftskommunikation kann hier gezielt ansetzen, indem
sie das Verstandnis von generativer Kl starkt und die sogenannte Kl-Literacy — also die Fahigkeit,
KI-Systeme kompetent und kritisch zu nutzen — férdert (Long & Magerko, 2020). Auf diese Weise
kénnen sowohl Angste reduziert als auch Handlungsspielrdume erweitert werden, sodass eine fak-
tenbasierte Auseinandersetzung mit generativer Kl ermaoglicht wird.

Diese Handlungsperspektive adressiert einerseits das transdisziplindre Feld der Internet- und Ge-

sellschaftsforschung, das durch praxisorientierte Forschung und fundierte Wissenschaftskommu-
nikation zur informierten Meinungsbildung und Entscheidungsfindung in Offentlichkeit und Politik
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beitragen kann. Andererseits betrifft es die Praxis der Wissenschaftskommunikation, die Angebote
und innovative Formate mit und Uber generative Kl entwickeln und umsetzen sollte. Erste Projekte
wie RHET Al zeigen bereits, wie Kl als Thema erfolgreich in der Wissenschaftskommunikation auf-
gegriffen werden kann.

Um diese Entwicklungen zu unterstiitzen, sollten Forderungseinrichtungen gezielt Férderlinien eta-
blieren, die den nachhaltigen Einsatz generativer Kl fiir Wissenschaftskommunikation in Forschung
und Praxis vorantreiben. Zudem sollten gezielt Projekte geférdert werden, die Kl als Gegenstand
der Wissenschaftskommunikation aufgreifen und so dazu beitragen, ein differenziertes Verstandnis
von Kl in der Offentlichkeit zu starken.

HANDLUNGSPERSPEKTIVE 4

Regulierung von Kl-Infrastrukturen vorantreiben und offene Angebote
fordern

Die Ergebnisse des Multistakeholder-Dialogs unterstreichen die Sorge von Expert*innen, dass ge-
nerative Kl die Abhangigkeit der Wissenschaftskommunikation von kommerziellen Informations-
infrastrukturen verstarken konnte. In diesem Zusammenhang wurden insbesondere Datenschutz-
und Urheberrechtsaspekte sowie die politische Okonomie von KI-Anwendungen thematisiert.

Um einen souveranen und wissenschaftsgeleiteten Umgang mit generativer Kl in Wissenschaft und
Wissenschaftskommunikation zu gewahrleisten, sollten nicht-kommerzielle oder zumindest offe-
ne Infrastrukturen gezielt geférdert und deren Aufbau und Erhalt nachhaltig unterstiitzt werden.
Transparenz und Qualitatssicherung sind dabei Kernaspekte, die, wie das Wissenschaftsbarome-
ter zeigt, auch aus Birger*innenperspektive entscheidend sind, wenn es um Vertrauensbildung
geht. Ergdnzend konnte die Férderung von Public-Private-Partnerships — beispielsweise mit wissen-
schaftlichen Verlagen — unter Einhaltung wissenschaftlicher Normen und Qualitatsstandards zur
Entwicklung innovativer KI-Anwendungen erwogen werden, die auf wissenschaftliche Daten und
Texte zugreifen. Erhebliche Investitionen kdnnten mafRgeblich zur Vielfalt und langfristigen Stabili-
tat der Kl-Infrastruktur in der Wissenschaft beitragen. Darliber hinaus sollte die Regulierungsebene
starker in den Blick genommen werden: Die kiirzlich im Amtsblatt der Europdischen Union verof-
fentlichte Verordnung tber kiinstliche Intelligenz (EU Al Act) adressiert insbesondere Risiken von
KI-Systemen und legt Leitlinien fir deren sicheren und vertrauenswiirdigen Einsatz fest (Official
Journal of the European Union, 2024). In diesem Kontext gewinnen gemeinwohlorientierte KI-An-
wendungen besonders an Bedeutung, da sie dazu beitragen kdnnen, die Wissenschaftskommuni-
kation vor einer Dominanz rein kommerzieller Interessen zu bewahren.

Diese Handlungsperspektive ist als Auftrag an die Wissenschaftspolitik zu verstehen, gezielt die
Entwicklung und den Erhalt gemeinwohlorientierter Infrastrukturen zu fordern. Gleichzeitig sind
kommerzielle Akteure und Wissenschaftsorganisationen gefordert, sich auf gemeinsame Initiativen
zu verstandigen, die unter Einhaltung gemeinsamer Qualitdtserwartungen eine nachhaltige und
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unabhangige Wissenschaftskommunikation mit generativer KI ermdglichen. Eine hilfreiche Grund-
lage fur die Entwicklung gemeinwohlorientierter KI-Anwendungen bieten Ziiger et al. (2022).

HANDLUNGSPERSPEKTIVE 5

Nachhaltige Governance der Nutzung generativer Kl in der
Wissenschaftskommunikation starken

Angesichts der zunehmenden Integration generativer Kl in die wissenschaftliche Praxis und Wissen-
schaftskommunikation sowie ihrer wachsenden Relevanz fiir den Umgang mit wissenschaftlichem
Wissen erscheint eine Ubergeordnete, systematische und grundsatzliche Auseinandersetzung mit
KI in der Wissenschaft und der Wissenschaftskommunikation dringend erforderlich. Diese sollte
langfristig angelegt sein.

In diesem Sinne sollte der Umgang mit generativer Kl in Wissenschaft und Wissenschaftskommuni-
kation in geeigneten Gremien und Expert*innennetzwerken wie dem Wissenschaftsrat, der Hoch-
schulrektorenkonferenz, der #FactoryWisskomm oder dem Siggener Kreis (siehe auch Siggener
Impulse, 2019) weiterhin vertieft diskutiert werden. Zudem sollten aus der Wissenschaft heraus
Impulse zu urheber- und datenschutzrechtlichen Fragen im Kontext des Trainings von KI-Modellen
sowie zu potenziellen Wertekonflikten erarbeitet werden. In diesem Zusammenhang verstehen wir
Governance als einen informierten Prozess zur Festlegung von Regeln, Standards und Prinzipien
der Anwendung von generativer Kl in der Wissenschaft und der Wissenschaftskommunikation.

Eine verantwortliche und zukunftsorientierte Governance der Wissenschaft kann sich diesen Her-
ausforderungen nicht entziehen. Sie sollte den Rahmen fiir eine transparente, reflektierte und zu-
gleich innovationsfreundliche Entwicklung setzen, um das Potenzial generativer Kl gezielt zu nutzen
und gleichzeitig wissenschaftliche Integritdt und gesellschaftliches Vertrauen zu wahren.
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FAZIT

Der zukiinftige Umgang
mit generativer Kl in der
Wissenschaftskommunikation

Generative Kiinstliche Intelligenz verdandert die Wissenschaft und auch die Wissenschaftskommu-
nikation grundlegend. Sie bietet neue Moglichkeiten, komplexe Inhalte verstandlicher zu machen,
personalisierte Zugange zu Wissen zu schaffen und die Verbreitung wissenschaftlicher Erkenntnis-
se zu beschleunigen. Gleichzeitig ist zu erwarten, dass sich die Publikationspraxis stark verandern
wird. Interdisziplinaritdt und ein dialogischer Austausch Gber Fachergrenzen hinweg sowie mit der
Zivilbevolkerung werden an Bedeutung gewinnen — nicht zuletzt, um die Werte und Anspriiche an
die generative Kl-Technologie selbst zu verhandeln. Bei allen Chancen, die solche Entwicklungen
bieten, stellen sie auch grundlegende Prinzipien wie Transparenz, Nachvollziehbarkeit und Quali-
tatssicherung vor neue Herausforderungen.

Die Ergebnisse des Wissenschaftsbarometers sowie des Multistakeholder-Dialogs unterstreichen
einerseits die grofRen Potenziale der Nutzung generativer Kl: Sie kann Wissenschaftskommunika-
tion zuganglicher und auch effizienter machen. Gleichzeitig gibt es sowohl unter Blrger*innen als
auch Expert*innen grofRe Sorgen hinsichtlich steigender Intransparenz, der Verbreitung von Falsch-
informationen sowie der Verstarkung gesellschaftlicher Ungleichheiten. Ein leichtfertiger Umgang
mit diesem leistungsstarken Werkzeug kann das Vertrauen der Biirger*innen in Wissenschaft
und Wissenschaftskommunikation gefdhrden und entscheidende Qualitatsstandards der Wissen-
schaftskommunikation unterminieren.

Um diesen Herausforderungen zu begegnen und gleichzeitig die Chancen zu nutzen, die generative
KI der Wissenschaftskommunikation bieten kann, braucht es klare Leitlinien und verantwortungs-
volle Anwendungskonzepte. Ziel sollte ein transparenter sowie reflektierter Umgang mit genera-
tiver Kl sein. Wir missen uns die Frage stellen, wie wir Kl-gestiitzte Tools sinnvoll und qualitativ
hochwertig in den Kommunikationsprozess integrieren kdnnen. Die Wissenschaftskommunikation
braucht Standards, die Orientierung bieten und sicherstellen, dass generative K| die Vermittlung
von Wissenschaft unterstiitzt, ohne ihre Glaubwiirdigkeit zu untergraben. Das bedeutet unter an-
derem, dass wir die Ausbildung von Wissenschaftskommunikator*innen anpassen miissen, um sie
auf die neuen Anforderungen vorzubereiten. Wir missen den kritischen Umgang mit Kl fordern
und gleichzeitig ihre praktischen Einsatzmoglichkeiten nutzen. Notwendig ist auch eine reflektier-
te wissenschaftspolitische Auseinandersetzung: Wie l3sst sich eine GbermaRige Abhéngigkeit von
groBen Technologiekonzernen vermeiden? Welche Rolle kdnnen nicht-kommerzielle Alternativen
spielen?

Wir sollten generative Kl nicht als unkontrollierbare Entwicklung betrachten, der wir uns beugen
missen, sondern als vielversprechendes Werkzeug, das aktiv gestaltet werden kann und muss.
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Es ist die Verantwortung der Wissenschaft und der Wissenschaftskommunikation, generative KI mit
Weitblick und Verantwortung einzusetzen, sodass sie den Dialog mit und iber Wissen férdert und
nicht gefahrdet. Jetzt ist der richtige Zeitpunkt, um die Grundlagen fir eine zukunftsfahige Wissen-
schaftskommunikation zu schaffen, die generative Kl verantwortungsvoll nutzt, ohne wissenschaft-
liche Prinzipien zu untergraben.

22



WID-PERSPEKTIVEN

- WISSENSCHAFTSKOMMUNIKATION MIT GENERATIVER KI

Liste der Expert*innen

Unser besonderer Dank gilt den Expert*innen, die sich am Multistakeholder-Dialog

beteiligt haben — unter anderem:

Dr. Justus Henke
Wissenschaftlicher Mitarbeiter, Institut fiir Hoch-
schulforschung an der MLU Halle-Wittenberg

Dr. Esther Greussing
Wissenschaftliche Mitarbeiterin, Institut fir Kom-
munikationswissenschaft der TU Braunschweig

Prof. Karsten Weber

Professor fur Technikfolgenabschatzung fur Ki-ge-
stiitze Mobilitdt, Ostbayerische Technische Hoch-
schule Regensburg

Dr. Cornelia Sindermann
Unabhéngige Forschungsgruppenleitung — Com-
putational Digital Psychology, Universitat Stuttgart

Prof. Nils Kbbis

Professor for Human Understanding of Algorithms
and Machines, Universitdt Duisburg-Essen und
MPIB Mensch-Maschine-Interaktion

Dr. Theresa Zliger
Leiterin “Al and Society Lab”, Alexander von Hum-
boldt Institut fur Internet und Gesellschaft

Dr. Jorg Pohle

Forschungsprogrammleiter: Daten, Akteure, Infra-
strukturen, Alexander von Humboldt Institut fir
Internet und Gesellschaft

Valerie Vaquet
Wissenschaftliche Mitarbeiterin, Universitat
Bielefeld

Lukas-Christian Fischer
Leiter Digitale Kommunikation,
Heinrich-Boll-Stiftung
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Dr. Steffen Albrecht
Wissenschaftlicher Mitarbeiter, Biro fir Technik-
folgen-Abschatzung beim Deutschen Bundestag

Simon Esser
Kommunikationsmanager Onlineredaktion,
Wissenschaft im Dialog

Sebastian Grote
Leiter Kommunikation, Helmholtz Gemeinschaft

Julia Wandt

Expertin flr Kommunikation, mit dem Schwer-
punkt Hochschul- und Wissenschaftskommunika-
tion, sowie Strategieentwicklung flr wissenschaft-
liche Einrichtungen und Scicomm-Support

Dr. Meik Bittkowski
Leiter Forschung und Entwicklung, science media
center germany

Dr. Aljoscha Burchardt
Stv. Standortsprecher, Deutsches Forschungszent-
rum fir Kiinstliche Intelligenz

Gesine Born
Bilderinstitut

Dr. Selahattin Danisman
Referent Team Forderung- Wissen Gber Wissen,
VolkswagenStifung

Julia Meisner-Dieffendahl
Referentin Politik & Wissenschaft, Gesellschaft fir
Informatik
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ZUR SCHRIFTENREIHE
WiD-Perspektiven

Die Schriftenreihe greift aktuelle Fragen an der Schnittstelle von Wissenschaft und Gesellschaft auf.
Sie stltzt sich dabei auf das Wissenschaftsbarometer, das jedes Jahr neue, gesellschaftsrelevante
Themen in einer reprdsentativen Befragung erfasst. Diese Daten fliefen in Multistakeholder-Dia-
loge ein, deren Ergebnisse in der Reihe veroffentlicht werden. WiD-Perspektiven liefert fundierte
Einblicke, regen Debatten an und bieten Orientierung fiir alle, die Wissenschaftspolitik, Wissen-
schaftsmanagement und Wissenschaftskommunikation aktiv mitgestalten.

Die Reihe wird herausgegeben von Wissenschaft im Dialog (WiD), die zentrale Organisation der
Wissenschaft fir Wissenschaftskommunikation in Deutschland. WiD ist ein Think-and-Do-Tank und
unterstiitzt Forschende mit praxisrelevantem Wissen zu wirkungsvoller Kommunikation. Die WiD-
Perspektiven werden gefordert von der Klaus Tschira Stiftung gGmbH.
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